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Abstract—Being the fifth most spoken language of the world,
Bengali is spoken by 265 million people globally. Therefore,
the recognition of handwritten Bengali characters has been an
area of interest for a decade now. Previously, researchers have
contributed to the recognition of Bengali numerals and basic
characters e.g. vowels and consonants. However, apart from
basic Bengali characters, Bengali has a wide range of compound
characters as well. Not many remarkable contributions have been
yet contributed to this domain. With a focus on contributing
to this field, in this research, we started with 171 Bengali
compound characters. We applied a modified DenseNet-201
architecture for the recognition of the compound characters.
After result analysis, we achieved an overall accuracy of 96.89%
which outperformed all previous studies by a remarkable
margin. Hence, we concluded that our design is more capable
of accurate recognition of the Bengali compound characters.

Index Terms—Bengali Handwritten Characters Recognition,
Compound Characters, Transfer Learning, Modified DenseNet-
201

I. INTRODUCTION

Handwritten character identification, an essential element of
pattern identification and artificial intelligence, has been cru-
cial in numerous divisions like commercial OCRs, understand-
ing of bank checks, postal cards, etc. [1], [2]. In practically
all these applications, offline characters are identified which
is typically acknowledged as optical character recognition
(OCR). Beforehand, investigations have been conveyed on
the handwritten characters but due to a shortage of good
quality cameras for obtaining photographs, the results were not
competent. Lack of benchmark databases was also a dilemma
for the identification of the handwritten characters. The im-
provement in cameras and benchmark datasets has expanded
the expanse of investigation in the domain of handwritten
character identification in various applications like recognition
of medical prescripts and business cards [3].

The area of the handwritten character identification dilemma
is extremely reliant on the script. For example, different
language has different alphabets or characters, hence, the
script-specific characteristics contribute to the improvement of
the identification. Being one of the most expressed languages
worldwide, Bengali handwritten character identification has
been a region of concern for the researchers. But like other
popular languages, Bengali not only has primary vowel and
consonant characters, it also has a huge number of com-
pound characters. The Bengali language has approximately

400 characters in total which makes the Bengali handwritten
character identification more complex. Very few researches
have been directed in the field of Bengali handwritten character
identification compared to other popular languages [4], [5], [6],
[7]. Furthermore, most of the researches were centered on the
identification of the primary Bengali handwritten characters.
A very shorter quantity of researches has been conveyed on
the identification of Bengali compound handwritten characters
which incorporate approximately 85% of the total characters of
the Bengali language [1], [8]. More about earlier investigations
have been discussed in the literature review segment.

In this study, we began with the CMATERdb Bengali com-
pound isolated characters dataset. Firstly, a few preprocessing
rounds were directed on the dataset. Next, we implemented
proposed modified DenseNet-201 paradigm for training. After
that, the performance was measured in terms of class-specific
and overall accuracy. Our strategy produced an overall accu-
racy of 96.89% which outperformed all previous studies by a
noteworthy margin.

II. LITERATURE REVIEW

Although contributions in recognition of Bengali compound
characters have not received remarkable contributions, still
many investigations and studies have been conducted on the
CMATERdb dataset to recognize the compound characters. In
2014, a convex hull and quadtree-based feature set were used
to achieve an overall accuracy of 79.35% [9]. In 2016, an
overall accuracy of 86.65% was achieved with the assistance
of the Support Vector Machine classifier [10]. A research
conducted in 2017 produced an accuracy of 90.33% by utiliz-
ing the deep convolutional neural network [11]. Meanwhile,
another research reported 93.68% accuracy with the assistance
of a deep convolution network also [12]. In 2018, a study
of hybrid-hog and convolutional neural networks achieved an
overall accuracy of 92.57% and 92.05% respectively [13].
DenseNet was utilized to achieve 81.83% accuracy in 2019
[14]. A5 Model was applied to achieve 93.90% accuracy in
one research of 2019 also [15]. Another research suggested
an overall accuracy of 95.5% where deep convolution neural
network was utilized [16]. The highest achieved accuracy for
the dataset was observed in the most recent work of 2019
which achieved 95.70% accuracy [17]. However, we achieved
an overall accuracy of 96.89% which outperformed all the
previous studies.
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TABLE I: Class-wise Accuracy (Acc.), Precision (Pre.) and Recall (Rec.) illustration

Class Acc. Pre. Rec. Class Acc. Pre. Rec. Class Acc. Pre. Rec.

1 1.00 1.00 1.00 58 0.96 1.00 0.96 115 1.00 0.98 1.00
2 0.96 0.96 0.96 59 0.70 0.79 0.70 116 0.96 1.00 0.96
3 1.00 1.00 1.00 60 1.00 1.00 1.00 117 1.00 0.98 1.00
4 1.00 1.00 1.00 61 1.00 0.95 1.00 118 0.97 1.00 0.98
5 0.97 0.98 0.98 62 0.97 1.00 0.98 119 1.00 1.00 1.00
6 1.00 1.00 1.00 63 0.97 0.98 0.98 120 1.00 1.00 1.00
7 1.00 1.00 1.00 64 0.91 1.00 0.92 121 1.00 1.00 1.00
8 1.00 1.00 1.00 65 1.00 1.00 1.00 122 0.90 1.00 0.91
9 1.00 1.00 1.00 66 0.98 1.00 0.98 123 1.00 0.95 1.00

10 1.00 1.00 1.00 67 0.97 0.96 0.98 124 0.89 0.95 0.89
11 1.00 1.00 1.00 68 1.00 0.98 1.00 125 0.94 1.00 0.94
12 0.98 0.91 0.98 69 0.98 0.94 0.98 126 1.00 0.98 1.00
13 1.00 0.96 1.00 70 0.98 0.98 0.98 127 0.92 1.00 0.93
14 1.00 1.00 1.00 71 1.00 1.00 1.00 128 1.00 1.00 1.00
15 1.00 1.00 1.00 72 1.00 1.00 1.00 129 0.92 0.96 0.93
16 0.90 0.98 0.90 73 1.00 1.00 1.00 130 1.00 0.93 1.00
17 1.00 1.00 1.00 74 1.00 1.00 1.00 131 1.00 1.00 1.00
18 0.90 0.95 0.91 75 1.00 0.98 1.00 132 1.00 0.98 1.00
19 0.93 0.86 0.94 76 1.00 1.00 1.00 133 1.00 1.00 1.00
20 0.78 1.00 0.78 77 1.00 0.96 1.00 134 1.00 0.98 1.00
21 0.95 1.00 0.96 78 1.00 0.98 1.00 135 0.96 1.00 0.97
22 0.98 1.00 0.98 79 1.00 1.00 1.00 136 1.00 0.94 1.00
23 0.91 0.96 0.92 80 1.00 1.00 1.00 137 0.98 1.00 0.98
24 0.98 1.00 0.98 81 0.97 1.00 0.98 138 1.00 1.00 1.00
25 0.95 0.90 0.96 82 0.75 0.51 0.75 139 0.94 0.91 0.94
26 1.00 0.98 1.00 83 0.98 0.98 0.98 140 0.98 0.93 0.98
27 0.97 0.98 0.98 84 0.97 1.00 0.98 141 0.39 0.62 0.39
28 1.00 0.98 1.00 85 1.00 0.98 1.00 142 0.97 0.98 0.98
29 0.97 1.00 0.98 86 0.88 0.94 0.88 143 1.00 0.96 1.00
30 0.78 0.89 0.78 87 1.00 0.93 1.00 144 0.82 0.82 0.83
31 1.00 0.98 1.00 88 0.90 0.79 0.90 145 0.94 0.98 0.95
32 0.96 0.89 0.96 89 0.98 1.00 0.98 146 0.97 1.00 0.98
33 1.00 0.96 1.00 90 0.97 1.00 0.98 147 0.98 1.00 0.98
34 0.98 0.97 0.98 91 0.95 0.95 0.95 148 1.00 0.98 1.00
35 0.96 0.98 0.97 92 0.98 0.94 0.98 149 0.90 0.97 0.90
36 1.00 1.00 1.00 93 1.00 1.00 1.00 150 0.93 0.92 0.94
37 0.98 0.96 0.99 94 0.96 1.00 0.96 151 0.97 0.98 0.98
38 0.97 0.95 0.97 95 0.97 0.91 0.98 152 0.84 0.88 0.85
39 0.98 0.98 0.98 96 0.98 0.98 0.98 153 1.00 1.00 1.00
40 0.86 0.93 0.87 97 0.97 1.00 0.98 154 1.00 1.00 1.00
41 1.00 0.98 1.00 98 0.97 1.00 0.98 155 0.98 0.98 0.98
42 1.00 1.00 1.00 99 1.00 1.00 1.00 156 1.00 1.00 1.00
43 0.98 0.96 0.98 100 0.93 0.89 0.93 157 0.98 0.98 0.98
44 0.88 0.86 0.88 101 1.00 0.98 1.00 158 0.97 0.98 0.98
45 0.93 1.00 0.94 102 0.98 1.00 0.98 159 0.95 0.96 0.96
46 1.00 1.00 1.00 103 1.00 1.00 1.00 160 0.98 0.98 0.98
47 0.95 1.00 0.95 104 1.00 0.99 1.00 161 0.96 0.97 0.97
48 1.00 0.95 1.00 105 0.87 1.00 0.88 162 1.00 0.98 1.00
49 0.97 0.96 0.98 106 1.00 0.96 1.00 163 1.00 0.98 1.00
50 0.98 1.00 0.98 107 0.98 0.98 0.98 164 0.95 1.00 0.96
51 0.95 1.00 0.96 108 0.98 1.00 0.98 165 1.00 1.00 1.00
52 0.96 0.98 0.96 109 1.00 0.96 1.00 166 1.00 0.98 1.00
53 1.00 1.00 1.00 110 0.96 0.98 0.96 167 0.98 1.00 0.98
54 0.97 0.98 0.98 111 1.00 1.00 1.00 168 0.98 1.00 0.98
55 1.00 0.96 1.00 112 0.98 0.94 0.98 169 1.00 1.00 1.00
56 1.00 1.00 1.00 113 0.94 0.98 0.94 170 0.93 0.82 0.94
57 1.00 0.98 1.00 114 1.00 1.00 1.00 171 1.00 1.00 1.00



Fig. 1: Proposed modified DenseNet-201 design

III. MATERIALS AND METHODS

In this segment, first, the dataset information has been
presented. After that, a discussion on transfer learning and
modified DenseNet-201 has been reported.

A. Dataset Description

In this investigation, we examined the openly available
CMATERdb Bengali compound isolated dataset holding a total
of 171 classes [1]. There are a total of 34,439 photographs in
the train set and 8,520 photographs in the test set. The dataset
is imbalanced and the pictures are not fixed-sized which makes
the identification more complex. Furthermore, for some of
the Bengali compound characters, there are several writing
fashions. Placing the same class label for two separate writing
fashions turns the identification into a more complex one.

B. Transfer Learning

Transfer learning focuses on gathering knowledge acquired
while determining one barrier and performing it to another but
similar perplexity [18]. For example, the knowledge gained
while learning to distinguish cars could be employed for
the identification of trucks. This area of research bestows an
exceptional connection to the permanent archives of cerebral
investigation on the transfer of learning, though certain rela-
tions among the two fields are incompetent.

C. Modified DensNet-201 Architecture

The widespread foundation of Convolutional Neural Net-
work (CNN) can be located in [19]. Nevertheless, in con-
ventional CNN, all layers are constantly correlated which
makes the network difficult to stretch wider and deeper, as it
may evolve beyond difficulties of either collapsing or gradient
missing conditions. After that, ResNet proposed an approach
to engaging the shortcut attachment by jumping at least two
layers. Then, DenseNet additionally developed the model by
concatenating all the characteristic graphs sequentially instead
of summation of the output characteristic charts from all
former layers. In this study, we’ve introduced a modified
DenseNet-201 architecture which is represented in Figure-1.
After the DenseNet-201 basic layers, we implemented a fully
connected layer of size 1024 supported by a dropout layer
of 50%. Then, another fully connected layer of size 512 was
joined supported by another dropout layer of 50%. Finally, an
output layer is attached having a size of 171. While training
by the design, no layer was held frozen.

Fig. 2: Training accuracy of our proposed model

Fig. 3: Training loss of our proposed model

TABLE II: Comparison of performances among our proposed
approach and previous approaches

Classification Methodology Overall Accuracy

CH+QTLR [9] 79.35%
SVM [10] 86.65%

Deep CNN [11] 90.33%
Deep CNN [12] 93.68%
Hybrid-Hog [13] 92.57%
DenseNet [14] 81.83%
A5 Model [15] 93.90%
Deep CNN [16] 95.50%

CNN [17] 95.70%
Proposed Modified DenseNet-201 96.89%

IV. EXPERIMENTAL ANALYSIS

In this segment, firstly, the preprocessing steps have been
discussed. Next, the design of operations has been presented.
Finally, result analysis is performed with proper evidence.



A. Preprocessing

Because of providing images to a convolutional neural
network, a massive preprocessing of the images was jumped
as CNN is a compelling network that can recognize relevant
characteristics from raw photos. Nevertheless, some prepro-
cessing levels were expected. The input pictures were in
various shapes; therefore, they were reshaped to 224x224x3.

B. Experimental Settings

The model was trained for 25 epochs with a batch size
of 24 as after that the validation loss grew almost constant
for the rest of the epochs. ’Adam’ optimizer [20] with the
learning rate of 0.000008 was employed to maximize the error
function. Categorical cross-entropy function was employed for
the loss or error function. For avoiding overfitting, the dropout
technique was functioned.

C. Result Analysis

The train data and test data were provided separately in the
original dataset. At first, the train data was divided into the
train set, validation set. 88% of the train data was stored in
the train set and 12% of the data were stored in the validation
set. Then, the proposed modified DenseNet-201 structure was
employed to the train set. Figure-2 represents the training
accuracy and validation accuracy of our proposed architecture.
On the other hand, Figure-3 represents the training loss and
validation loss of our proposed architecture. TABLE I repre-
sents the class-wise accuracy, precision and recall of individual
classes of this study. Our proposed design produced an overall
accuracy of 96.89% for the Bengali Compound Characters
dataset. TABLE II illustrates the comparison between our
proposed work and distinguished former investigations. From
Table-2 it can be noticed that our proposed design outper-
formed all the previous methods by a distinguished boundary,
therefore, our model is proficient in identifying the recognized
characters more precisely.

V. CONCLUSION

Despite being a popular language Bengali character recog-
nition has not gained many contributions so far. Previously,
studies have been conducted for the recognition of Bengali
numerals and basic characters e.g. consonants and vowels.
But there are a massive number of compound characters in
Bengali literature that covers almost 85% of all the characters.
To recognize these characters we started with a dataset of
171 distinct compound characters of Bengali literature. We
applied a modified DenseNet-201 architecture and achieved
an overall accuracy of 96.89% which outperformed all the
previous studies by a noteworthy boundary.
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