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Abstract—With approximately 466 million deaf-mute people
in the world, sign language recognition has been an area of
interest for researches for a long time now. Previously, many
researchers have conducted studies on different sign language
datasets, achieving a decent accuracy of recognition. However,
not many studies have been conducted on the Bengali sign
alphabet recognition dataset despite having approximately 3
million severe deaf cases alone. Previous studies on Bengali
sign character detection suggested decent accuracies using
traditional machine learning approaches. However, in recent
studies, some researches have achieved higher test accuracy
using deep learning models. In our study, we’ve proposed a
novel Convolutional Neural Network (CNN) model for the
recognition of the Bengali sign alphabets from the Ishara-Lipi
dataset. Our model achieved an overall accuracy of 99.22% that
has outperformed all previous studies of Bengali sign character
recognition for the deaf-mute community.

Index Terms—Bengali Sign Character Recognition, Deep Con-
volution Neural Network, Augmentation

I. INTRODUCTION

Hearing loss or impairment is an incomplete or total disabil-
ity to hear [1]. Hearing loss may occur in single or both ears
[2]. As of 2013, hearing loss concerned more than 1.1 billion
personalities to some extent [3]. This caused an inability in al-
most 538 million individuals and moderate to critical disability
in almost 124 million individuals [2], [4], [5]. To reduce the
communication gap with mute-deaf individuals, sign language
is practiced which is the most utilized language in the mute-
deaf society to communicate with individuals and share views.
Sign languages are different types of natural languages that
have their custom structure and vocabulary [6]. Of course,
these languages are not common for all communities and
these are not commonly understandable among each other
although there exist remarkable correlations among different
sign languages [6]. That is why a high-performance automated
recognition of sign language is highly required for the mute-
deaf community. With a population of more than 130 million
[7], Bangladesh is experiencing more than 13 million hearing
cases alone among which approximately 3 million individuals
are experiencing from critical to profound hearing loss that
leads them to disability [8].

Previously many studies have been conducted on the recog-
nition of sign language for different communities. For ex-

ample, recognition of American sign language achieved an
accuracy of 94.32% recently [9]. A study conducted on Indian
sign language detection performed an overall accuracy of
93% [10]. A study based on Spanish sign language detection
suggested an overall accuracy of 96% [11]. However, not
many studies have been conducted on Bengali sign language
classification. With traditional machine learning classifiers like
K-Nearest Neighbors (KNN) and Support Vector Machine
(SVM), a mean accuracy of only 86.53% was achieved [12].
Moreover, a SIFT-based approach achieved an accuracy of
98% for the vowels of the Bengali language recently with
the assistance of the binary SVM classifier [13]. However, a
very recent study conducted on 36 Bengali alphabets achieved
an average accuracy of 95.83% that outperformed all other
previous studies [14].

In this paper, we began with the dataset of 36 Ben-
gali alphabets. To classify the alphabets more precisely, we
developed and proposed a novel deep convolutional neural
network (CNN) model. With the assistance of our proposed
model, the most significant features were extracted to produce
a precise recognition of the alphabets of the Bengali sign
language dataset. The models have been implemented on Keras
framework that ran on top of Tensorflow. Our proposed model
achieved an overall test accuracy of 99.22% that outperformed
all previous researches.

II. MATERIALS AND METHODS

In this section,, dataset description, our proposed convo-
lutional neural network model and augmentation have been
discussed.

A. Dataset Description

In this research, we’ve worked on the Ishara-Lipi Bengali
characters dataset [15]. This character dataset includes 50 sets
of 36 Bengali basic sign letters, obtained with the assistance
of several deaf and general volunteers from various institutes.
In Bengali sign language characters, there are 6 vowels and 30
consonants by which they can fingerspell all Bengali words. In
the Ishara-Lipi dataset, after dropping errors and preprocess-
ing, 1800 character perceptions of Bengali sign language were
incorporated in the final dataset. Figure-1 illustrates signs for
Bengali alphabets at a glance.
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Fig. 1: This figure illustrates signs for Bengali alphabets at a glance.

Fig. 2: Illustration of the architecture of our proposed CNN model.

B. Proposed Convolutional Neural Network Model

Convolution Neural Network (CNN) is one of the most
conventional deep neural networks in the area of image
identification. CNN earned its reputation after its notable
performance in the ImageNet challenge [16]. A convolutional
neural network has several benefits over other sorts of neural
networks because of its inherent composition or layers.

CNN has essentially three sorts of layers: the convolutional
layer, the pooling layer, and the fully connected layer. In
convolutional layers, the input data matrix becomes multiplied
with several convolutional kernels or filters to produce a
feature map that explains what sort of feature endures in the
image. In the pooling layer, translation and scaling variance
were provided which also decreased the volume of feature
maps. Finally, there is a fully connected layer after all the
convolutional and pooling layers which explained what sort
of characteristics existed in the picture and what sort of char-
acteristics don’t exist in the picture. These three sorts of layers
are the basic layers of the Convolutional Neural Network.
Moreover, CNN has also a smaller number of parameters
compared to other deep learning network structures.

Six convolutional layers and three pooling layers had been
used in this study. ReLU activation function was employed in
the convolution layer. In the first two convolutional layers,
64 convolutional filters were used which was expanded in

the following two convolutional layers to 128 to get more
deep characteristics. Finally, in the latter two convolutional
layers, 256 convolutional filters were employed in order to
extract even more deep features in the image. A 3x3 size
filter was applied in all the convolution layer and Max pooling
was used for the pooling layer. Finally, the feature plucked
from the image was transferred into a fully connected layer.
In the hidden layer, the ReLU activation function was applied
also. There were 256 nodes in the hidden layer to recode the
mapping among the input from a fully connected layer and
output from the output layer. The output layer consisted of a
total of 24 nodes with softmax [17] activation function as in
the classification dilemma, we are dealing with 36 alphabets
of Bengali sign language. Figure-2 illustrates the architecture
of our proposed CNN model.

C. Augmentation

Limited data is a significant barrier in implementing deep
learning models like convolutional neural networks. Often-
times, imbalanced levels can be a supplementary restraint.
While there may be enough data for some groups, equally
significant, but under sampled groups will undergo inadequate
class-specific efficiency. This event is natural. If the model
studies from a few instances of a provided group, it is less
possible to prophesize the group invalidation and test utiliza-
tion. Image augmentation artificially produces training pictures



Fig. 3: Validation and training loss for the proposed CNN
model while training phase.

Fig. 4: Validation and training accuracy for the proposed CNN
model while training phase.

through various approaches of processing or combination of
various processing, such as random rotation, transfers, shear,
and flips, etc. [18].

III. EXPERIMENTAL ANALYSIS

A. Preprocessing

Firstly, the RGB images were transferred into grayscale
images. After that, augmentation was performed with the
cooperation of the Augmentor library. While performing the
augmentation procedure, the probability of rotation, max left
rotation and max right rotation of the rotation function were
fixed to 0.4, 3 and 3 respectively. Probability, grid width, grid
height and magnitude of the random distortion function were
locked to 0.4, 4, 4 and 4 respectively. Moreover, probability
and percentage areas of zoom random function were set to 0.2
and 0.9 respectively. Hence, after the augmentation process,
1000 image samples per class, a total of 36000 images for 36
classes were generated.

Fig. 5: This figure illustrates confusion matrix for the test set.

Fig. 6: Macro-average ROC curve analysis for the outcomes
of testing.

B. Design of Experiment

The model was trained for 200 epochs with a batch size of
256 as after that the validation loss became nearly constant for
the rest of epochs. ’Adam’ optimizer with the learning rate of
0.0001 was used to maximize the error function. Categorical
cross-entropy function was employed for the loss or error
function. For bypassing overfitting, dropout technique was
practiced.

C. Result Analysis

The sign language dataset that was used for this research
had a total of 36,000 image samples for 36 alphabetical classes
while the number of images per class is 1000, hence, a
uniformly distributed balanced dataset was generated. After
that, our defined CNN model was applied to the train set.
Figure-3 shows the training loss and validation loss where
Figure-4 shows the training accuracy and validation accuracy
curve for 200 epochs. Now the trained model was applied to
predict the test accuracy and our model achieved 99.22% test



TABLE I: Comparison between the class-wise accuracy of the
previous study and our research

Class Label Our Model Previous Study [14]

1 100 96.67
2 99.0 98
3 99.0 96.33
4 99.0 96.33
5 99.5 96.5
6 98.5 95.5
7 99.5 95.67
8 98.5 94.83
9 99.5 97.83

10 98 95.17
11 99.5 94.5
12 98 94.17
13 100 94.33
14 98 94
15 100 97.67
16 99.5 97.83
17 100 95.5
18 99.5 93.83
19 99.0 94.83
20 100 94.83
21 100 94.5
22 98.5 94.33
23 99.5 93.67
24 99.5 94.17
25 100 94
26 97.5 94
27 98.5 95.67
28 99.5 95
29 100 94.5
30 100 90.33
31 98 91.17
32 100 94.33
33 99 95.83
34 100 95.67
35 100 96
36 99 95.5

accuracy which outperformed all previous studies. Figure-5
shows the confusion matrix which was achieved after applying
the trained model on the test set. To evaluate the performance
in a more precise graphical manner, a macro-average ROC
curve analysis was performed as in this research a balanced
dataset was considered. Figure-6 illustrates the macro-average
ROC curve analysis for the test set. Finally, a comparison
between the previous study and our research was conducted.
Table-1 shows the comparison between the previous and our
research for each Bengali alphabet. And from the table, it is
clear that our model outperformed the previous study for each
alphabet as well.

IV. CONCLUSION

Building a sign language recognition system for the mute-
deaf community has been an area of interest for the researchers
for a long time now. Previously, many studies have been con-
ducted for the recognition of different sign language datasets.

However, not many studies were conducted based on the
Bengali sign alphabets. A most recent study suggested a mean
accuracy of 95.83% [14]. In this study, we started with a
Bengali sign alphabet dataset for precise recognition of the
sign alphabets. After applying our proposed CNN model, we
concluded that our model achieved an overall test accuracy of
99.22% that outperformed all previous studies. We hope our
research will be beneficial for the mute-deaf communities and
further development on sign language detection.
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