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   Abstract— Pneumonia is an epidemic disease that is needed to 

be detected in the early stage to prevent unfortunate deaths. 

Traditional methods take a lot of time to detect the disease. With 

the introduction of Medical Imaging, the detection of disease has 

been accelerated by using chest x-ray image. But it also requires 

the availability of an expert and experienced radiologist in order 

to interpret the x-ray image accurately. Sometimes, manual 

interpretation is affected by various kinds of artifact in X-ray or 

Optical Coherence Tomography(OCT) images. For this reason 

in our paper, we have proposed a combined approach using 

Image Processing and either VGG-16 or VGG-19, variants of 

Deep Convolutional Neural Network for automatic detection of 

pneumonia from Chest X-ray image. We have used Mendeley 

OCT and Chest X-Ray dataset to evaluate our model. We have 

achieved an accuracy of 96.2% using VGG-16 and 95.9% using 

VGG-19, both of which outperform transfer learned 

InceptionV3 benchmark model used on this dataset which has 

an accuracy of 92.8%. 

Keywords — Pneumonia, Chest X-ray Image, Image Processing, 

VGG-16, VGG-19, Transfer-Learned InceptionV3. 

I. INTRODUCTION 

      Pneumonia is an infection which creates inflammation in 

one or both of the lungs. The infection can be caused by 

bacteria, virus, fungi or any other germs [1]. Pneumonia is 

one of the main infectious diseases responsible for the high 

child mortality rate. It kills more than 2 million children 

under the age of five each year [2]. Apart from the children, 

more than 1 million adults are hospitalized and 50,000 among 

them dies every year from pneumonia in the US alone [3]. 

For this reason, detecting pneumonia in the early stage and 

providing accurate treatment is a crucial task in the present 

era. 
 

     Traditional methods consume a huge time in predicting the 

disease. With the introduction of medical imaging, we can 

detect a larger number of diseases faster and more accurately 

from the Chest X-ray image, OCT, CT-Scan, MRI Scan, etc. 

[4]. Chest X-ray is currently the best method available for 

providing proper diagnosis and detection of pneumonia [5].  

However, for providing an accurate interpretation of medical 

images is a difficult task to perform. For performing the 

interpretation of X-ray images we need expert radiologist and 

also the background information of the patient. Also then the 

interpretation might be wrong because of various kinds of 

artifacts in the image. 

 

      In order to extract information from the X-ray image first, 

we need to preprocess the image in order to reduce the 

unnecessary data. Sharma and Raju [6] has used histogram 

equalization and thresholding in order to detect Pneumonia 

cloud in Chest X-ray images. In order to find the lungs as 

largest contour, we need to preprocess the image and 

sometimes also crop the existing image by a certain 

percentage. 

   

      Convolution Neural Network (CNN) is one of the Deep 

learning architectures that has significantly used in medical 

imaging [7] due to its significant performance in classifying 

image form ImageNet [8]. Convolutional Neural Network 

uses a wide range of convolution kernel which makes it easy 

to detect and classify different kind of diseases based on the 

image. Rajpurkar [9] used a variant of 121 layers DenseNet 

called ChexNet on Chest X-Ray 14 dataset in order to 

pneumonia better than radiologist. Kermany et al.[10] used a 

transfer learned InceptionV3 model to detect pneumonia 

from Chest X-ray image in Mendeley dataset. The used 

AlexNet was trained on 1000 categories of the image from 

ImageNet dataset [8]. However, they didn't perform any kind 

of image pre-processing on Chest X-ray. For that reason, 

some of the unnecessary information degraded their 

performance. 

 

     In this paper, we have first performed contrast limited 

adaptive histogram equalization on Chest X-ray image from 

Mendeley dataset, then we have vertically cropped 6% from 

both the sides of the image. After that, we have found the two 

largest contours and their leftmost and rightmost points. We 

have then performed vertical cropping along with those point 

in order to reduce irrelevant data. Finally, we have fed the 

preprocessed image into VGG-16 and VGG-19 architectures, 

one of the variants of CNN proposed for ImageNet challenge. 

We have achieved a better result in predicting pneumonia 

from chest x-ray image than other state-of-the-art methods.  

   

    The remainder of the paper is organized as follows. Section 

II reviews the Image preprocessing and the architecture we 

have used for the detection of pneumonia. In section III we 

have discussed the performance of our architecture in details. 

Finally, we have drawn some conclusion based on the 

performance of our architecture.  
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II. METHODOLOGY 

    The approach shown in figure 1 for detecting pneumonia 

from Chest X-ray image can be broken down into two broad 

parts. One is Image processing for converting the raw Chest 

X-ray image (CXR) and the second one is to train the VGG-

16 and VGG-19 network in order to detect pneumonia from 

the preprocessed image. 

 

A. Dataset Description 

      We have used the publicly available Mendeley’s Labeled 

Optical Coherence Tomography (OCT) and Chest X-Ray 

Images for Classification dataset [11]. The dataset contains 

5,856 Chest X-ray Images of children among which 4,273 

images are characterized by pneumonia infected images and 

1,583 are characterized as normal images. We have then split 

the dataset by 80:20 training and testing ratio. After that 

training data have been also split into 80:20 training and 

validation ratio. 

 
 

Fig. 1. An overview of the proposed approach 

 

B. Image Processing 

         The image processing was mainly performed in order to 

crop the lung nodule area more accurately as lung nodule area 

is a haze in the chest x-ray image. The image processing task 

can be further divided into four major part. The major parts 

of the image processing are elaborated below. 

  

1) Contrast Limited Adaptive Histogram Equalization 

(CLAHE) 

        Histogram equalization is a technique used adjusting 

image intensity for enhancing the contrast of the image. An 

input image, r is converted to an image s using the following 

transformation function T [12].  

    

                      S=T(r) = (L-1) ∑ 𝑝(𝑟𝑗)
𝑘
𝑗=0                             (1)  

         Here L is the number of levels used in the image and 

𝑝(𝑟𝑗) is the probability of j’th pixel in input image r. This 

transformation provides a uniform distribution in the output 

image. However normal histogram equalization sometimes 

results in washing out the information on white pixels 

because the contrast gets much higher in that region. For this 

reason, we have used contrast limited adaptive histogram 

equalization. Contrast limited adaptive histogram 

equalization [13] solves the problem using 8×8 tiles and 

applying histogram equalization to all and by setting the 

maximum contrast limit. 

 

 

  
(a)                               (b) 

        
Fig. 2. (a) Raw chest X-ray Image (b) Image after performing CLAHE. 

  From figure 2 we can clearly see that after applying 

CLAHE, we got more information in the image about the 

lung nodule area.   

       

2) Vertical Cropping of Histogram Equalized Image 

      After performing contrast limited histogram equalization 

we have vertically cropped the equalized image by a margin 

of 6% on both sides as shown in figure 3. The margin was a 

tradeoff between detecting false contour as lung module and 

discarding information.  We kept the margin as low as 

possible in order to avoid any loss of information and 

preventing from detecting the false contours 

 

 
     

Fig. 3. Performing 6% vertical Cropping on both sides.  

3) Finding Two Largest Contour from Cropped Image 

          Contour can be explained as a simple curve joining all  

the continuous points in the boundary [14]. Generally, in the 

CXR images, the lung nodules are the largest two contour. 

The goal of this step is to find the two lung nodule. But, in 

155 images among the 5856 images, it became difficult to 

find the two nodular areas as largest contours. In these cases, 
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the images were replaced by 6% cropped images manually. 

Besides these cases, the lung modules were successfully 

detected as the largest contour automatically by the combined 

approach. After detecting the largest two contours, we found 

the leftmost and rightmost points of the contour in order to 

perform vertical cropping as we only need the lung nodules 

in order to detect pneumonia cloud for pneumonia detection. 

The largest two contour of a random chest x-ray image is 

shown in figure 4. 

 

 
 
Fig. 4. The Largest Two Contour and cropped along the vertical axis of the 

rightmost and leftmost points of contours. 

C. VGG-16 

   VGG-16 is one of the variants of the convolutional neural 

network. Simonyan and Zisserman [15] have first 

introduced VGG-16 for ImageNet Large Scale Visual 

Recognition challenge [8]. VGG-16 has 16 weighted layers 

[15]. It has been trained on the ImageNet database and it has 

performed better than LeNet-5 [16] and AlexNet [17]. 

    VGG-16 has a total of 13 convolution layers, 5 pooling 

layers and 3 fully connected layers stacked together. In the 

convolution layer, it always uses a 3×3 filter with a stride of 

1 and it uses the same padding in pooling layers 2× 2 with a 

stride of 2. Relu [18] is mainly used in VGG-16 as an 

activation function for hidden layers [15].  

     The original VGG-16 was trained with the input of size 

224 × 224 × 3 [14]. We have modified the VGG-16 

architecture so that it can be trained with input size 

128 × 128 × 1. This is mainly done because in the image 

processing step we have resized all our variable-sized image 

into a fixed size of 128 × 128 × 1. As Chest X-ray image is 

a gray-scale image, so it has only one channel compared to 

the 3 channel in color image of ImageNet [8] dataset. 

Originally VGG-16 has 1000 nodes on the output but we have 

kept only two output node with softmax activation function 

as our problem is binary classification.  

D. VGG-19  

       VGG-19 is an extension of VGG-16 with some minimum 

changes made. It was created by the same group that created 

VGG-16 to improve the ImageNet challenge error rate. It has 

19 layers altogether. 64 filter convolutional layer x 2 + 128 

filter convolutional layer x 2, 256 filter convolutional layer x 

4, 512 filter convolutional layer x 8, fully connected layer x 

2 and 1 output layer. Originally it had 1000 output nodes for 

ImageNet challenge, but we have changed the output nodes 

to 2 for fulfilling our purpose 

III. EXPERIMENTAL ANALYSIS 

A. Design of Experiment 

   We have implemented our network in Keras and trained our 

model on Kaggle and online computing service. We have 

trained the model for 100 epoch with a batch size of 256. We 

stopped the training after 100 epoch as there was no decrease 

in validation loss. We have used Adam optimizer in order to 

minimize our loss function. The loss function used for this 

problem was categorical cross-entropy. We have also used 

50% dropout in order to avoid overfitting. Figure 5 shows the 

accuracy and loss curves of the training. 

 

 

 

 
Fig. 5. Training and loss curve of VGG-16 and VGG-19. First two graph 

corresponds to VGG-16 and last two graph corresponds to VGG-19 

 

B. Result Analysis 

   We have used five accuracy metric based on the confusion 

matrix in order to evaluate our result. They are precision, 

specificity, sensitivity, F1-Score, and accuracy.  

TABLE I. EVALUATION OF OUR PROPOSED APPROACHES ON MENDELEY 

DATASET FOR PNEUMONIA DETECTION. 

 

Accuracy 

Metric 

 

VGG-16 
VGG-19 

Precision 0.977 0.971 

Sensitivity 0.970 0.974 

Specificity 0.939 0.919 

F1-score 0.973 0.972 

Accuracy 0.962 0.959 
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      From the above table, we can see that we have achieved 

an accuracy of 96.2% using VGG-16 and 95.9% using VGG-

19 which is better than the current state of the art method such 

as transfer learned InceptionV3 for this dataset. A detailed 

comparison in figure 6 between our proposed approach and 

current state of the art method. 

 

 
       
Fig. 6. Comparison between our proposed approaches and inception v3. 

    We have also used ROC curve in order to measure the 

performance of our proposed approaches which are shown in 

figure 7.   

 

 
 
Fig. 7. ROC curve for VGG-16 and VGG-19. 

    We have found that a deep convolutional network performs 

better in pneumonia detection if we first pre-process the CXR 

images in order to bring out more information.     

IV. CONCLUSION  

    Pneumonia is a potential threat in the present era due to the 

increase in air pollution. In order to provide proper treatment 

to this disease, it needs to be detected in the early stage. Chest 

X-Ray images provide a way to detect pneumonia fast. But, 

due to the shortage of radiologists, an automatic detection 

system that can predict pneumonia precisely is needed. In this 

paper, we have used VGG-16 and VGG-19 network followed 

by a pervasive image processing to detect pneumonia which 

has performed 3.4% and 3.1% respectively better than 

transfer learned InceptionV3. In the future, we will like to try 

other architectures containing convolution network in order 

to build a more accurate pneumonia detection system 
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