2022 25th International Conference on Computer and Information Technology (ICCIT)

17-19 December 2022, Cox’s Bazar, Bangladesh

Intelligent Door Controller Using Deep
Learning-Based Network Pruned Face Recognition

Prangon Das*, Nurul Amin Asif*, Md. Mehedi Hasan*, Sarafat Hussain Abhi*,
Mehtar Jahin Tatha*, Swarnali Deb Bristi*
*Department of Mechatronics Engineering, Rajshahi University of Engineering & Technology, Bangladesh
Email: prangon.ruet.mte@gmail.com, asifamin.ruet@gmail.com, mmehedihasann @gmail.com, sarafat.rueteee @ gmail.com,
tathamehtar245 @ gmail.com, bristidev030@gmail.com

Abstract—Nowadays, our home is designed with various tech-
nologies which have increased our living comfort and offering
more flexibility. Installing various technology in our Home makes
it a smart home and we also call this installation process Home
Automation. The popularity of Home Automation systems is
increasing rapidly and it develops the quality of living. Home
automation offers automatic light, fan, temperature, etc. control
and also an automatic alarming system to alert the people, etc.
Already there are various techniques have been used for imple-
menting Home Automation. Here, in this paper, an intelligent
door controller, an application of home automation is presented
by using deep learning techniques. An intelligent door basically
opens automatically and closes after a predefined time based on
the person coming in front of the door. If a person is known then
the door will be opened and after his/her entrance the door will
be closed automatically. And if the person is not known then the
door will remain closed. Here to identify the person, the person’s
face is recognized by using deep learning. As well ass, Arduino
and Servo motors are used to control the door opening or closing.

Index Terms—Automatic door control, Face recognition, Arc-
face, Servo motor, Home automation

I. INTRODUCTION

Current artificial intelligence-based technologies should not
only suit people’s incredibly diverse functional needs, but also
their increasingly individualized experience and interactive
wants. Artificial intelligence is a depiction of the iterative
growth of computer information technology. As a result, in
order to continuously enhance the user experience, contem-
porary artificial intelligence-based products need to include a
particular feedback system [1]. There is a stronger emphasis on
experience design in user experience design since it considers
if individuals can have an emotional response to using the
device. In terms of the major development path for human-
computer interaction, the facial recognition-based feedback
system that employs artificial intelligence and addresses the
human emotion component as the design goal has progres-
sively taken the lead from the standpoint of the user experience
[2]. It is a critical stage in the creation of the facial recognition
feedback system that uses artificial intelligence to improve
social interaction [3]. Secondly, as a result of the iterative
development of artificial intelligence technology, the continu-
ous updating of the level of intelligent chip technology, and
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Fig. 1: Generic diagram of facial recognition system

the noticeably improved level of artificial intelligence software
and hardware development, human-computer interaction has
developed into an essential component of intelligent design
life.

Additionally, the demand for artificial computer intelligence
is rising in different applications, like biomedical sectors [4],
[5], autonomous vehicles [6], and so on. Different application
scenarios and feedback mechanisms have been created and are
currently in use. Beside that, face recognition [7] is progress-
ing toward becoming more sophisticated and human.In the
case of identity and information security, which has emerged
as a major obstacle to be overcome, face recognition has
developed into a substantial organic component of human-
computer feedback systems. A friendly and useful way to
gather data is through biometrics. Face recognition analyzes
a face’s feature data and identifies the provided face image
using an existing face database. Figure 1 illustrates the variety
of topics and characteristics it encompasses. It is widely
utilized in various fields because combining the benefits of
different fields can determine identity, capacity, and function.
Studying the face recognition feedback system based on Al
applied to intelligent chips is therefore very useful in real-
world applications [8].
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Fig. 2: Overall methodology of the system

II. LITERATURE REVIEW

This section’s main emphasis is on the research initiatives
that came before this research activity. However, this also
entails researching how to create artificial intelligence-based
door automation systems [9]. It is important to note that few
studies have attempted to use the aforementioned artificial
intelligence tools to solve the issues. Academics have nonethe-
less proposed a range of automatic door solutions. Despite
this, academics have proposed a variety of automated door
systems. In a different study, [10] proposed a fuzzy logic-based
automatic door controller. Fuzzy logic was used to extend
the opening distance and speed of the door. According to the
article, 25 principles were used to construct a heuristic fuzzy
logic controller for controlling the system controller. However,
applying fuzzy logic in this circumstance does not make the
system clever because it is designed in the ”if A then B
approach.” The system is unable to think things through before
acting. Facial detection and recognition-based automated door
access system was recommended by the study [11], which
is referenced below. Using the Principal Component (PCA)
Analysis method, pertinent features from facial photographs
were identified and passed to the microcontroller for authen-
tication. The Matlab software’s output, which served as a
detection and recognition system, is sent to the microcontroller
for further processing. Even if PCA successfully reduces the
resulting feature dimensions. However, given that facial data
must be transformed into grayscale images, convolutional
neural networks (CNN) can do this task better. A person iden-
tification and intention analysis-based automatic door system
were recommended by [12]. This project aims to eliminate
the inappropriate behaviors of the door system through the
implementation of a behavior analysis system that enhances

task accuracy. Before using trajectory tracking and statistical
analysis to identify an object’s intent, the researchers first use
contour detection to determine whether it is a human. After the
intention was identified and confirmed, the system was able
to respond in about 2 seconds with a low false activation rate
and a high rate of accurate activation.

III. METHODOLOGY

This section illustrates how an end-to-end network pruned
arcface face recognition model is used by an intelligent door
controller. The overall overview of the system has been
foreshadowed in fig. 2 where it can be seen that An Arcface
+ Network Pruned deep learning model has been trained with
LFW dataset which is next applied to a controller for the con-
trolling mechanism of the motor for intelligent door locking.
There are two parts to the embedded system we propose: 1)
An Arcface + network-pruned face recognition model, and (2)
an Arduino and face recognition API connection mechanism
which are discussed in the following subsections accordingly.

A. ArcFace

A loss function used in facial recognition applications is
called ArcFace, or Additive Angular Margin Loss [14]. Tradi-
tionally, the softmax is employed for these jobs. Because the
softmax loss function does not explicitly optimize the feature
embedding to impose more similarity for intraclass samples
and diversity for interclass samples, deep face recognition
suffers from a performance gap under significant levels of
intra-class variation. The Arcface loss for face recognition
mechanism has been illustrated in fig. 6.

As the embedding features are scattered around each feature
center on the hypersphere, we apply an additive angle margin
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Fig. 3: Training a DCNN under the supervision of the ArcFace loss for face recognition [13].

Algorithm 1: The Pseudo Code of ArcFace

Input: Features Scale ss, Margin Parameter M, Class number n, Ground Truth ID gt

X = L2Normalization(X)
W = L2Normalization(W)

® = COS’Y(OriginalTargetLogit)
MarginalTargetLogit = COS(© + M)

VRN d W=

. FC1=FCl *ss
Output: Classwise affinity Score FC1

FC1 = FullyConnectedLayer(X, W, hidden_node=n)
OriginalTargetLogit = Pick(FC1, gt, axis=1)

OneHotEncoding = Numpy.Utils.to Categorica (jgt, num classes=n)
FC1 =FC1 + Numpy.Mul(OneHotEncoding, MarginalTargetLogit — Original TargetLogit)

penalty m between z; and W, to simultaneously increase the
intra-class compactness and inter-class discrepancy. Because
the proposed additive angular margin penalty is the same
as the geodesic distance margin penalty in the normalized
hypersphere, we refer to our approach as ArcFace. The pseudo
code has been illustraded in Algorthm 1 [13].

B. Network Pruning

Neural network pruning is a technique that is based on the
logical notion of removing unnecessary components from a
network that functions well but consumes a lot of resources.
Large neural networks have in fact repeatedly demonstrated
their ability to learn, but it turns out that not all of their
components remain effective after training is complete. The
goal is to get rid of these components while maintaining
network performance [15].

The overall learning process of the iterative pruning algo-
rithm has been summarized in Algorithm 2 [16].

C. API Connection Mechanism of Arduino with DC servo
Motor

A DC servo motor that uses an open-loop system is one
that cannot serve as a feedback reference while the motor
is operating. As a result, there is no way for the system
to detect faults or confirm that it is working effectively. By
connecting a DC servo motor to an external controller, open-
loop control of a servo system is made possible. The servo
motor does not offer any feedback references of its own in
this configuration. This is not an open-loop servo motor. The
servo controller receives position feedback from the motor’s
“internal feedback™ system. A potentiometer receives position
feedback from the servo gear system. The reading from the
potentiometer is then translated into values of a voltage,
which correspond to the positions of the servo shaft [17].
The “internal feedback” qualities have the drawback of being
limited to position feedback for the internal servo controller
of the motor. These functionalities can only be used in this
manner. The block design of an open-loop DC servo motor
with “Internal” voltage feedback is shown in Fig. 4



Algorithm 2: The iterative pruning with uncertainty
regularization learning procedure
Input: The sentiment classifier M for tasks 1; the released
weights W['; the preserved weights W,
Output: The sentiment classifier My for tasks 1 to K.
1: for each task k = 2 to K do
2 Pre-train a initial model for task k by updating released
parameters W,_ via cross-entropy loss Leop;

3 Update the preserved weights hrlf"k—L for tasks 1to k -1
with uncertainty regularization via Log + Lreo,

4+  Perform network pruning on released weights Wf_l and

obtain released weights h‘f for learning subsequent tasks;

Obtain temporal preserved weights 11-'_,'{) for task k as 11-':_') =

w \wl

&  Re-train Wf_" for a smaller number of epochs, and get the

overall preserved weights erj'_ for tasks 1 to k as ‘.lejl_ =
P | P
Wi YW
7. end for
The preserved weights Wf_'h. are used to build sentiment classifier
My
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Fig. 4: The block design of an open-loop DC servo motor
with “Internal” voltage feedback [17]

A closed-loop DC servo motor, on the other hand, has an
operating system with a built-in feedback mechanism. As a
result, the system can compare the output’s anticipated and
actual circumstances. The existence of closed-loop feedback
acting as the primary controller for a DC servo motor is
incredibly beneficial [17].

The motor’s location at the moment may be determined,
and any mistakes can be located and fixed. In some types
of DC servo motors that are currently on the market, closed-
loop feedback may take the form of voltage (potentiometer)
or pulses (encoder).

These feedbacks operate in a manner that is quite similar to
the “internal” feedback, which is proportional to the angular
position of the motor shaft. The main subject of this essay is
the use of a DC servo motor with voltage position feedback.

The voltage range of the closed-loop voltage feedback type’s
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Fig. 5: DC servo motor block schematic with closed-loop
voltage feedback [17]

potentiometer, which is located inside the servo motor casing,
is almost probably the same as that of the “internal” voltage
feedback. Figure 5 depicts the block diagram of a DC servo
motor with closed-loop voltage feedback.

IV. DATASETS & RESULTS

In the next part, we explicate the experimental setup and
quantitative findings, as well as the datasets that were utilized
to train the arcface + network pruning face recognition model.

A. Experimental Settings & Datasets

For this experiment, we have utilized PyTorch to fine-tune a
facial recognition model. The SGD optimizer is utilized across
functions. Due to a computational limitation, the batch size is
fixed to 64. Primarily, we have used LFW (Labelled Faces
in the Wild) dataset [18]. Labeled Faces in the Wild (LFW)
is an image dataset containing face photographs, collected
especially for studying the problem of unconstrained face
recognition. It has over 13 thousands images collected from
the world wide web.

TABLE I: Comparison of testing accuracy between proposed
model and other models based on our dataset

Face Recognition Model Accuracy | Interface
CNN + Softmax [19] 80% Slow
FaceNet [20] 85% Fast

RetinaFace [21] 87% Medium
ArcFace [13] 90% Slow
ArcFace + Network Pruning 90% Fast

B. Result

In the beginning, we just employed the arcface face recogni-
tion model in our dataset. The slow interface was a disadvan-
tage of employing solely the arcface face recognition model. To
address this problem, we employed Arcface and the Network
pruning model concurrently to achieve 90% accuracy and a
quick interface.

Table 1 shows the comparison based on testing accuracy
and interface between our proposed model and other face
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ent face recognition models

recognition models. Figure 6 depicts a graphical depiction
of the training result our proposed approach and another
face recognition model. Among them, our model exhibits
exceptional accuracy.

C. Conclusion

Images are maintained in a database in this suggested door
access system employing face recognition. This technique is
employed for door lock access in both residential and business
settings. This study offers an analysis of a real-time facial
recognition system utilizing the arcface algorithm based on
the current issues. We have also employed network pruning
to achieve a real-time facial recognition-based door locking
system and to speed up inference. As a result, this research
implements a real-time face identification method based on
arcface and network pruning that can ignore the impact of
various expressions, angles, and sizes. In order to avoid the
impacts of different expressions, angles, and sizes, this study
implements a real-time face identification approach based on
the arcface model and network pruning strategy. This system
can detect human faces with a high degree of recognition
speed and accuracy and a recognition efficiency of 90%. We
demonstrate that our method frequently outperforms the state
of the art using the most rigorous examination.
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