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Abstract—Having the community with more than 500,000 
deaf and mute English speaking people, sign alphabet detection 
has become a domain of interest among the researchers for the 
last decade. Previously, a lot of signs of progress have been made 
in accurate recognition of the American Sign Language. Both 
convolutional neural networks and traditional machine learning 
classifiers have been applied formerly for the recognition 
process. In this study, we've considered an American Sign 
Language dataset having 36 classes of English characters and 
digits. The latest research on this real-world dataset achieved 
an accuracy of 90%. However, in our research, we introduced 
modified inceptionV3 architecture for the detection of American 
Sign characters and obtained overall correctness of 98.81% 
which outperformed all the previous studies by a notable margin.

Index Terms—American Sign Language, Alphabets and Digits 
Recognition, Deep Convolutional Neural Network, InceptionV3, 
Augmentation

I. INTRODUCTION

An incomplete or absolute inability to hear is recognized 

as hearing impairment or hearing injury which can appear 

to the individual ear or two ears [1], [2], [3]. Hearing im-

pairment can be advised through several agents i.e., genetical 

structure, aging, vulnerability to loud sound, various germs, 

birth complexities, damage of ear, and unusual medications 

or toxins [2]. Till 2013, listening impairment affected almost 

1100 million individuals to a remarkable extent [4]. This has 

provoked a weakness to almost 538 million persons and led 

to severe disabilities in roughly 124 million persons [2], [5],

[6].

To defeat the connection passage among deaf-mute people, 

sign literature is employed that is the common exercised 

literature among the deaf-mute community to interact among 

people and bestow opinions[7], [8]. Deaf-mute is an expression 

that is exercised historically to identify a person who is either 

deaf or both deaf and cannot speak at the same time, and 

in both cases, sign language is the process of interaction 

for them. Sign language is a kind of literature that employs 

visual-manual procedures to interact or carry meaning. Like 

natural languages, sign languages possess their grammar and 

vocabulary [9]. Despite holding notable associations between 

sign languages, they are not extensively the same and mutually 

acknowledged [9].

Being stated that, many researchers have contributed signifi-

cantly for the accurate recognition of sign language characters. 

However, in this research, we specifically focused on Ameri-

can sign language character recognition. Having 250,000 to 

500,000 persons in the deaf community of Americans and 

some Canadians who utilize American sign language, this was 

an obvious opportunity for research [10].

II. L i t e r a t u r e  Re v ie w

Previously, many kinds of research have been conveyed to 

successfully recognize sign languages of various communities 

all over the world [11], [12]. For example, a study of Indian 

sign language recognition gained 93% overall recognition 

accuracy by using enhanced skin and wrist discovery algo-

rithms [13]. Researches toward Spanish sign literature pro-

posed overall correctness of 96% [14]. Various researches have 

contributed significant discoveries within the field of American 

sign gesture detection. One of the researches suggested the 

recognition of characters by using the Support Vector Machine 

classifier on the histogram of gradients (HOG) features ex-

tracted from real-time hand gesture images [15]. However, the 

problem arises with the increase of dataset as it also increases 

training time. Another research discussed the variation in 

performance for hand gesture recognition by applying multiple 

techniques i.e., Random Tree, C4.5 (J48), Naive Bayes, NNge, 

ANN (Multiplayer Perceptron) and Support Vector Machine 

(Linear and RBF Kernels)[16]. However, a study suggested a 

deep convolutional neural network for recognizing American 

sign characters and outperformed previously discovered high- 

performance approaches like HOG + SVM (Liner Kernel), 

Random Forest, SVM (Linear Kernel) and Multilayer Percep-

tron (2 Hidden Layers) [17].

For detection of the American sign gestures, a modern 

approach applying a low-budget base Microsoft’s Kinect cam-

era produced overall correctness of 90% where twenty-four 

classes of English characters were considered [18]. Besides, 

convolutional neural network was applied on both English 

characters and digits with a recognition accuracy of 82% and 

97% respectively [19]. A research proposed a convolutional 

neural network architecture to achieve an overall accuracy 

of 72% [20]. Another research suggested an accuracy of
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Fig. 1: Modified InceptionV3 Architecture

TABLE I: Class-wise accuracy, precision, recall, f-score, and support of each of the classes

Classes Class-specific Accuracy Class-specific Precision Class-specific Recall Class-specific F1-Score Support

A 1.00 1.00 1.00 1.00 14

B 1.00 1.00 1.00 1.00 14

C 1.00 1.00 1.00 1.00 14

D 1.00 1.00 1.00 1.00 14

E 1.00 1.00 1.00 1.00 14

F 1.00 1.00 1.00 1.00 14

G 0.86 1.00 0.86 0.92 14

H 1.00 1.00 1.00 1.00 14

I 1.00 1.00 1.00 1.00 14

J 1.00 1.00 1.00 1.00 14

K 1.00 1.00 1.00 1.00 14

L 0.93 1.00 0.93 0.96 14

M 1.00 1.00 1.00 1.00 13

N 1.00 1.00 1.00 1.00 14

O 1.00 0.93 1.00 0.97 14

P 1.00 0.93 1.00 0.97 14

Q 1.00 1.00 1.00 1.00 14

R 1.00 1.00 1.00 1.00 14

S 1.00 1.00 1.00 1.00 14

T 1.00 0.82 1.00 0.90 14

U 1.00 1.00 1.00 1.00 14

V 0.93 1.00 0.93 0.96 14

W 1.00 1.00 1.00 1.00 14

X 1.00 1.00 1.00 1.00 14

Y 1.00 1.00 1.00 1.00 14

Z 1.00 1.00 1.00 1.00 14

0 0.93 1.00 0.93 0.96 14

1 1.00 0.93 1.00 0.97 14

2 0.93 1.00 0.93 0.96 14

3 1.00 1.00 1.00 1.00 14

4 1.00 1.00 1.00 1.00 14

5 1.00 1.00 1.00 1.00 14

6 1.00 1.00 1.00 1.00 14

7 1.00 1.00 1.00 1.00 14

8 1.00 1.00 1.00 1.00 14

9 1.00 1.00 1.00 1.00 14

87% while recognizing the sign language characters with the 

assistance of a consumer depth camera [21].

III. M a t e r ia l s  a n d  M e t h o d s

A. Dataset Description
In this research, we considered an American sign language 

dataset containing both digits and characters samples [22]. 

There were 70 samples per class. The dataset contained a total

of 2525 images. The pictures were fully PNG type in RGB 

style having gestures seperated by color and the backdrop was 

set to no color or black (0, 0, 0).

B. Convolutional Neural Network

CNN, also known as convolutional neural network, is among 

the most common classes of deep neural networks which is 

generally practiced for analyzing visual images of different
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Fig. 2: Training accuracy and validation accuracy of our 

proposed architecture

Fig. 3: Training loss and validation loss of our proposed 

architecture

research areas [23]. CNN models are utilized for the detection 

in images and videos, image identification, recommender op-

erations, NLP, medical illustration study, and financial analysis

[24], [25], [26]. If we regularize the multilayer perceptrons, we 

will get the CNNs. In multilayer perceptrons, neurons from a 

layer are attached to all other neurons of the preceding stage, 

hence, CNN forms one fully connected sequence between two 

layers. But the term fully-connectedness allows us to introduce 

overfitting to the network. On the other hand, CNN also 

practices regularization but by assembling patterns with the 

help of simpler and smaller patterns instead of applying fully- 

connectedness. Because of taking advantage of hierarchical 

patterns of data, CNNs don’t need huge pre-processing mod-

els. CNNs are capable of finding out the valuable information 

from the input and learn the filters which are not general in 

traditional algorithms. In traditional algorithms, the inputs are 

hand-engineered or highly preprocessed in a different step. 

CNNs were inspired by the connectivity among neurons which

can be discovered in the animal cortex and are commonly 

practiced for image recognition or identification in various 

fields of research.

Typically a CNN model is built with one input and one 

output layer along with various private layers. The private 

layers of a CNN model may contain a chain of multiple 

convolutional courses which are combined with a dot product 

or multiplication. An activation function is practiced and it 

is accompanied by supplementary convolutions i.e., pooling, 

fully connected, and hidden or normalization layers. These 

layers are applied in sequence to obtain more information from 

the input data. Although these layers are called convolutions, 

it is only a convention. In terms of mathematics, it is actually 

a cross-correlation or a sliding dot product. It possesses 

importance for the contents in the matrix, in which it concerns 

by which way weight is arranged at a particular index position.

C. Transfer Learning

Transfer learning concentrates toward collecting information 

obtained during resolving individual obstacle and implement-

ing that toward another similar dilemma [27]. For instance, 

the information obtained while discovering to identify cars 

could utilize during the recognition of trucks. This field of 

investigation shows a remarkable relationship over an en-

during chronicle of cerebral research about the transfer of 

knowledge, though confirmed relations among the two areas 

are inadequate. From a pragmatic viewpoint, transferring or 

conveying knowledge from earlier accomplished assignments 

for the training of new jobs has the potentiality to dramatically 

enhance the individual performance of an agent [28].

D. Modified InceptionV3 Architecture

In this research, we’ve considered and applied inceptionV3 

architecture [29]. Inception version 3 is a CNN model to 

support picture interpretation and target recognition that made 

the journey as a part of Googlenet. This was the 3rd version of 

Google’s Inception CNN architecture, formerly proposed for 

the ImageNet Contest. We started with the inceptionV3 of 311 

layers. After that, we applied a fully connected layer having 

volume 1024 supported by a dropout of 50%. Then another 

fully connected layer of volume 512 was added supported by 

another dropout of 50%. Finally, an output layer is added 

having a size of 36. Figure-1 illustrates the architecture of 

the modified inceptionV3 architecture. While training by the 

architecture, no layer was kept frozen.

E. Augmentation

Inadequate data has always been a noteworthy obstacle 

while performing deep architectures i.e., CNNs. Moreover, 

not balanced data in terms of labels can be an additional 

barrier. There can be sufficient samples for many labels, 

uniformly meaningful, but the lower-sampled labels will ex-

perience ineffectual class-wise performance or correctness. 

That phenomenon is consistent. If the representation learns 

of several samples or occurrences from a presented label, 

it’s less probable in predicting the group label or test label.
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Fig. 4: Confusion matrix of ASL detection

Augmentation of pictures computationally generates training 

images through numerous procedures of steps or incorpora-

tion of multiple steps, such as rotating, transfering, shearing, 

flipping, etc. [30].

Augmentation has been demonstrated efficient against var-

ious obstacles like input augmentation conducted through 

proficient understanding [31], universal picture augmentation

[32] , have confirmed useful outcomes in picture recognition

[33] . Modest performers in AI business usually require entree 

toward notable quantities of knowlegde. The impulse regard-

ing our problem domain is both comprehensive and precise 

which triggers the usage of data augmentation here. Among 

numerous data augmentation methods some popular ones are 

flip, rotate, scale, crop, translate, Gaussian noise, etc.

IV. E x p e r im e n t a l  A n a l y s is

In this section, firstly, preprocessing will be discussed. After 

that design of the experiment and result analysis will be 

presented.

TABLE II: Comparison between our proposed work and 

notable previous works

Classifier or Model Name Overall Accuracy

Microsoft Kinect [18] 90.00%

DCNN [19] 82.00%

CNN [20] 72.00%

Consumer Depth Camera [21] 87.00%

Proposed 98.81%

A. Preprocessing

Because of rendering images to a convolutional neural 

network, a heavy preprocessing of the pictures was leaped as 

CNN is a powerful network that can identify valuable features 

from raw photographs. However, some preprocessing steps 

were required. The input images were in the different shapes, 

hence, they were reshaped to 224x224x3. For more accurate 

recognition, augmentation was applied using the assistance 

of Augmentor Library [34]. During applying the method of
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augmentation, max left turn, the max right turn, and the 

probability of turn of the rotating reception was set to 3, 3, 

0.4 respectively. The values of diameter, length, probability, 

and size of the distortion reception were fixed to 4, 4, 0.4, 

4 respectively. Furthermore, the percentage domains and the 

probability of the zooming reception were fixed to 0.9, 0.2 

respectively. After augmenting, we had 500 images per label, 

a total of 18,000 pictures of 36 characters of English sign 

characters and digits.

B. Design o f Experiment

The architecture was run for 25 times where the batch 

size was set to 24 because after 25 epochs the training and 

validation loss shifted to nearly unchanged era. The Adam 

optimization having a 0.0001 learning speed was utilized to 

produce minimize errors. A categorical cross-entropy function-

ality was applied for measuring error. To avoid overtraining, 

the dropout mechanism was followed.

C. Result Analysis

Firstly, the data was split into the train set and test set. 80% 

of data was kept in the train set and the rest of the 20% data 

was kept to test set. Then, the proposed modified inceptionV3 

architecture was employed to train set. Training accuracy and 

validation accuracy of our proposed architecture are illustrated 

in Figure-2. On the other hand, Figure-3 illustrates the training 

and validation loss of our proposed architecture. Figure-4 

illustrates the confusion matrix of ASL detection. Table-1 

illustrates the class-wise accuracy, precision, recall, f-score, 

and support of each of the classes under consideration. Our 

proposed architecture produced overall correctness of 98.81% 

for American Sign Language dataset. Table-2 illustrates the 

comparison among our proposed work and notable previous 

works. From Table-2 it can be noticed that our proposed 

architecture outperformed all the previous approaches by a 

notable margin, hence, our model is capable of recognizing 

the considered classes more accurately. V.

V. C o n c l u s io n

In this investigation, we started with the American Sign 

Language dataset. Many works have already been conveyed 

toward American Sign Literature. But in most of the cases, 

only digits or only characters were taken under consideration 

while applying the recognition process. However, no notable 

works have been conducted on the dataset used in this re-

search. One of the main reasons is that the dataset consists 

of 10 digits and 26 characters of the English language which 

makes it a 36 class dataset. Moreover, the size of the pictures 

is not the same and the images are in RGB format. After 

some preprocessing steps, we applied modified inceptionV3 

architecture on the dataset and obtained an overall accuracy 

of 98.81% which outperformed all the previous studies by a 

fine margin.
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